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En rattssiaker digital offentlighet

Forslag till riksdagsbeslut

1. Riksdagen stiller sig bakom det som anfors i motionen om att utreda hur
laglighetsprovning kan anvindas for automatiserade beslutssystem i offentlig sektor
och tillkdnnager detta for regeringen.

2. Riksdagen stiller sig bakom det som anfors i motionen om att dldgga offentliga
aktorer att, vid rittslig vinst for enskild, genomlysa den bakomliggande algoritmen
och erbjuda réttelse av 6vriga drabbade beslut och tillkdnnager detta for regeringen.

3. Riksdagen stiller sig bakom det som anfors i motionen om att justera
bevisbordereglerna sé att det offentliga ansvarar for att visa korrekthet vid
automatiserat beslutsfattande, och detta tillkinnager riksdagen for regeringen.

4. Riksdagen stiller sig bakom det som anfors i motionen om att avsétta resurser for
att hoja domstolarnas digitala kompetens och skapa testmiljoer for utvardering av

algoritmiska beslutsmodeller och tillkdnnager detta for regeringen.

Motivering

Centerpartiet star for en digitalisering som stirker — inte forsvagar — rittssidkerheten,
ménniskors fri- och réttigheter och fortroendet for véra institutioner. Déarfor krdvs en
politik for digital réttvisa och en réttsstat som dven 1 algoritmernas tidsalder star pa

individens sida.



Allt fler beslut i offentlig sektor fattas idag med hjilp av automatiserade beslutssystem.
Dessa anvinds i syfte att 6ka effektivitet och likvardighet. Men i takt med den snabba
digitala transformationen har rittssystemet inte utvecklats i samma takt, vilket riskerar

att underminera béde réttssdkerheten och tilltron till det offentliga.

Goteborgsfallet 2020 — dir ett felkodat skolplaceringssystem ledde till att over 1 400
barn fick felaktiga skolplaceringar — illustrerar tydligt farorna med dagens ordning.
Problemen uppstod inte pa grund av tekniken i sig, utan genom bristfillig kodning,
otillracklig uppfoljning och en dvertro pa teknikens objektivitet. Det saknas 1 dag
institutionella mekanismer for att rétta till systematiska fel som uppkommer 1

automatiserade beslutssystem.

Dagens réttssystem é&r i praktiken blint for algoritmisk makt och digitala bevis. Den som
drabbas stills infor en orimlig bevisborda — i ett 14ge dar kod och beslutslogik ofta dr

odtkomliga for individen men tillgangliga for det offentliga.

Om vi inte sékerstéller att automatiserat beslutsfattande kan granskas, korrigeras och
rattsbedomas pé ett systematiskt sétt riskerar vi bade stora samhillsekonomiska
kostnader och ett vixande demokratiskt underskott. Nér felaktiga automatiserade beslut
inte kan rittas leder det inte bara till konkret réttsforlust for den enskilde — utan ocksé

till skadat fortroende for rattsstaten.

Dérfor foreslar jag foljande fyra reformer:

1. Utreda laglighetsprovning av algoritmer: Det maste utredas hur
laglighetsprovning kan tillampas inte bara pd enskilda beslut utan dven pé de
beslutssystem som ligger till grund for besluten. Systematiska fel kraver
systematisk rittelse.

2. Skyldighet till genomlysning vid fel: Vid domstolsbeslut till enskilds fordel
ska det offentliga dldggas att undersoka om fler fel uppstatt i systemet, och rétta
dven dessa — dven om de inte dverklagats.

3. Rimlig bevisborda: Bevisbordan for digital systematik och korrekthet bor vila
pa den aktor som har insyn 1 systemet — inte pa den enskilde.

4. Stirkta domstolar: Domstolsvdsendet méste ges resurser for att bygga digital
kompetens samt mojlighet att i testmiljo analysera och forsta utfall av
automatiserade beslutsmodeller. Detta &r avgdrande for att kunna bedoma digital

bevisning och for att framtidssdkra rittsstaten.
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