Förslag till riksdagsbeslut

1. Riksdagen ställer sig bakom det som anförs i motionen om att undersöka möjligheterna att verka för att begränsa barns tillgång till pornografi genom åldersverifiering på pornografiska sidor på nätet och tillkännager detta för regeringen.
2. Riksdagen ställer sig bakom det som anförs i motionen om att studera förutsättningarna för ett förbud mot deepfakepornografi och tillkännager detta för regeringen.
3. Riksdagen ställer sig bakom det som anförs i motionen om att verka för att sociala medier-företag tar ansvar för att förebygga och bekämpa att barn utsätts för sexuell exploatering på deras plattformar, och detta tillkännager riksdagen för regeringen.

# Motivering

Den sexuella exploateringen av flickor på nätet ökar och hänger till stor del ihop med den ökade digitaliseringen. Hälften av alla 15-åringar har blivit kontaktade i sexuella syften av någon de tror är en vuxen, och allt fler dras in i prostitution via sociala medier och plattformar på nätet.

Pornografi finns idag ett knapptryck bort i varje barns telefon och porrkonsumtionen kryper allt längre ner i åldrarna. Den senaste undersökningen som gjordes 2014 visar att genomsnittsåldern för pojkar att börja konsumera pornografi är 12 år. Det innebär att barn, ofta flera år innan sin sexuella debut, får bilden av att sex handlar om att utsätta kvinnor för våld och förnedring och att kvinnans kropp och sexualitet är till för att tillfredsställa mannen. Vid sidan av att tillgängligheten har ökat har pornografin blivit grövre och våldsinslagen fler.

Pornografin påverkar normer på ett sätt som ökar risken för sexuellt våld mot kvinnor. Kvinno- och tjejjourerna vittnar om att mycket av det sexuella våld som killar utsätter tjejer för är inspirerat av pornografin. Flera andra länder, t.ex. Danmark och Frankrike, arbetar för att införa åldersverifiering på pornografiska sidor på nätet. Sverige bör följa efter.

Den snabbt accelererande AI-utvecklingen har lett till nya risker för sexuell exploatering. Med hjälp av AI är det möjligt att relativt enkelt generera bilder av personer som sedan kan föras in i ett nytt sammanhang. Sådana så kallade deepfakes är i princip omöjliga att skilja från en verklig filminspelning. Studier har visat att 96 % av alla deepfakes är pornografiska och att 99 % av dessa avbildar kvinnor utan deras sam­tycke. Idag är det helt lagligt att göra och sprida dessa artificiella porrfilmer. Lag­stiftningen måste uppdateras i takt med den nya tekniken för att skydda kvinnor och flickor från sexuell exploatering.
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